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Abstract

Lott and Whitley note that our analyses of the errors in the county-level UCR data used in More Guns Less Crime (Lott 1998, 2000) ignore the fact that all data have measurement error, that the largest errors were in counties with low populations, and that population-weighted regressions were used. We agree that this mitigates some of the effects of the errors, but does not take them fully into account. We also note that this is but one of the problems associated with the analysis. We therefore find no reason to alter our original conclusion, “that in their current condition, county-level UCR crime statistics cannot be used for evaluating the effects of changes in policy.”

1.  INTRODUCTION

In their critique of our paper, which described the effect of missing data on the analyses in More Guns, Less Crime (Lott, 1998, 2000) that use county-level UCR data, Lott and Whitley (2003) make a number of statements. They include:

· we ignored the effect of population-weighted regression;

· all data sets have measurement error, and survey data have much more missing data than are found in Lott’s (1998, 2000) analyses;

· we used the wrong states in our analyses;

· state-level analyses are similarly affected by missing data;

· state- and city-level analyses show the same pattern as the county-level analysis. 

Our original paper dealt primarily with the problems inherent in the UCR, not with the specifics of the analyses in More Guns, Less Crime (MGLC). This is the primary reason that we did not “directly test if it affects the results” (Lott & Whitley, 2003). 

In this paper, however, we respond to the Lott and Whitley with respect to each of the above points. In Section 2 we discuss the effect of weighting the observations by population. In Section 3 we examine the effect of errors, including missing data. Section 4 discusses the choice of states we used. In Section 5 we discuss state-level analyses. Section 6 contains our conclusion.

2.  POPULATION-WEIGHTED REGRESSION

Lott and Whitley are, of course, correct in their statement that a regression weighted by population would diminish the effect of the small counties that (generally) have less consistent reporting histories. As we stated in our paper, Lott (2000, pp. 143, 155) criticized Black and Nagin’s (1998) analysis for ignoring the smaller counties and focusing their analysis on counties with 100,000 or more population, so we included all counties in our paper. Their reanalysis of our data shows that when weighted by population the problem is reduced. For example, we note from their Figure 3 that, although there are 21 states that have over 10 percent of their observations with extensive missing data (defined by 30 percent or more coverage gaps), only 15 states have over 10 percent of their population affected by this magnitude of coverage gaps. This is still a substantial amount of error. 

In both editions of MGLC the data were taken at face value, assumed to be error-free. Now that the nature of the errors is more thoroughly understood, Lott and Whitley suggest that they do not affect the results substantially. They reanalyzed the MGLC data removing the 16 most error-laden states; however they do not state how (or whether) they dealt with the errors that remained in the data of the remaining 44 states. If they did not adjust for the errors in those states, this step is inadequate.

3.  ERRORS IN THE COUNTY-LEVEL DATA SET

The errors are not insignificant. Moreover, there are a number of different types of error that affect analyses, not just the ones to which Lott and Whitley refer. They are correct in their assertion that “[v]irtually all data have measurement error,” in referring to the problems with UCR missing data that we documented (Maltz & Targonski, 2002). Actually, this is only one type of error that affects their findings; instrumentation error and error due to stochastic variation also need to be considered. We discuss these three types of error below.

3.1.  Measurement Error Due to Missing Data

Lott and Whitley note that surveys often have much more missing data than do the UCR. But there are many different kinds of “missingness” in data, and they must be handled in different ways. Nonresponse from agencies may be due to computer problems, lack of personnel, insufficient training of staff, or lack of priority to record keeping (Maltz, 1999). Nonresponse from survey respondents may be due to refusal, language problems, or not being able to contact the respondent.  Specific items may be missing, or whole observations may be missing. One needs to understand (and model) the process that generates the “missingness” in order to compensate for it.

Most programs that impute missing data make certain assumptions about their characteristics. For example, sophisticated techniques such as multiple imputation developed by Little and Rubin (1987) and Rubin (1987) provide consistent and efficient results.  However, multiple imputation assumes that the data are missing at random. When UCR data are missing specific items (e.g., no rape data when the other data are reported), they are not missing at random. 
 Nor are agencies that omit reporting their data omitting reports at random. 

In addition, standard practice is to use methods that assume that the errors are independent, normal, and with zero mean. None of these hold for the errors in county-level UCR data: they are non-independent, non-normal, and virtually all negative; i.e., crime counts for specific months or for specific agencies within a county have been omitted, not overstated. What this does is generate a negative bias in the estimated crime rate for those agencies at those times, because the numerator (number of crimes) is reduced while the denominator (county population) is not. 

3.2.  Instrumentation Error

The instrument performing the measurement may also be in error. When we step on the bathroom scale in the morning, we note that when we jiggle the scale, successive measurements are different. We then may take the mean (or more optimistically, the lowest) value as correct. However, when the bathroom scale is broken, we don’t accept the measurement at all. In many of the cases we uncovered in our analysis of the UCR crime data, the scale is broken. This was our concern in our original paper. 

Lott and Whitley attempt to account for this by eliminating observations, known as listwise deletion in the imputation literature; however, we are concerned with the procedure they used. They did not delete only those counties that had many observations with high levels of missing data. Rather, even though it is a county-level analysis, they deleted entire states that had many counties with high levels of missing data. 

It is unclear how this particular method of handling missing data affected the result. What is absent is a rationale (and a model) for this means of compensation for the missing data. And rationales do exist; for example, Dugan (2002) describes how one can use graphical methods to determine the sensitivity of the results of an analysis to specific time periods or observations.

Another instrumentation error results from the change in instruments. When the National Archive of Criminal Justice Data (NACJD) changed its method of imputation, it specifically stated, “data from earlier year files should not be compared to data from 1994 and subsequent years because [of] changes in procedures used to adjust for incomplete reporting” (dataset 6669). Yet the county-level analysis in the second edition of MGLC did make this comparison. Although they do not mention it, we assume that Lott and Whitley do not take issue with our contention that the county-level analysis in the second edition is fundamentally flawed, and that their concern is with the county-level analysis in the first edition (Lott, 1998) and the state- and city-level analyses in the second edition.

3.3.  Stochastic Variation
Implicit in the analysis of homicide (or any set of) data is the assumption that there is a “natural” rate that can be calculated, that the rate is affected by various factors, and that the factors included in the analysis both are sufficient to characterize the rate and are included in the analysis in the appropriate form. This natural rate is not fixed, but is instantiated by the specific homicide rate for the specific county and year and set of factors that are relevant for that county-year.

This natural rate also has a natural variation. To understand this, suppose a jurisdiction’s homicide count fell from 10 in one year to 9 in the next year – we would not expect to see headlines trumpeting the 10% decrease in homicide. If the count fell from 100 to 90, we would feel more comfortable about this being a real decrease; and if it fell from 1000 to 900, we would feel even more comfortable. That is, even when the figures are themselves error-free there is an uncertainty associated with them. 

Barnett (1981a, 1981b; see also Maltz, 1994, 1996) estimated this uncertainty; he showed that a state’s annual homicide count is approximately normal and the variance associated with it is slightly larger than the homicide count itself. This translates into an uncertainty, as measured by the standard error, approximately equal to the square root of the count. 

If we adopt the customary 2 standard errors as a measure of uncertainty, such that any year-to-year variation that falls within 2 standard errors is considered to be indistinguishable from natural fluctuation, then if one year’s homicide count was 10, it would not be inconceivable that the next year’s count were to fall between 4 and 16 (or ± about 60 percent) absent any change in legislation or any other factors that might affect homicide; if the “before” count were 100, the next year’s count might easily be between 80 and 120 (or ± 20 percent); and if it were 1000, the next year’s count could fall between 969 and 1031 (or ± about 6 percent) and not be attributable to a change.

In other words, the uncertainty associated with each datum constitutes a high hurdle that a finding of deterrence must overcome. It is difficult enough to overcome this hurdle with state-level data, as Barnett showed; it is even more difficult to overcome this hurdle with county-level data. 

4.  CATEGORIZING STATES

Lott originally assigned states to three categories: those that had right-to-carry (RTC) laws in existence before 1977, those that did not have RTC laws during the time period 1977-1992, and those that changed their gun laws to include RTC during the time period 1985-1991. Lott’s assignments were questioned by Marvell (2000) in an email sent to, among others, Lott and Maltz. Moreover, Vernick and Hepburn (forthcoming) analyzed the gun laws of the 50 states, and also have a different assignment of states to categories. 

The assignment of states to categories is far from exact, and depends on interpreting state statutes. Moreover, the practices (what occurs on the ground, rather than what is written in the statutes) do not necessarily have much to do with the statutes: both Texas and Connecticut are in the pre-1977 RTC category, but few would consider their populations to react the same to guns and crime (e.g., see Lundsgaarde, 1977). We stand ready to redo our analyses once all can agree on standards for categorizing states in terms of their RTC laws and practices.

5.  STATE- AND CITY-LEVEL ANALYSES
It is not the case, as asserted by Lott and Whitley, that state-level analyses are affected to the same extent as county-level analyses by missing data. There are many instances where one of the largest agencies in a county has missing (and unimputed) data, thus having a major effect on that county’s crime rate, as shown in Maltz and Targonski (2002). In contrast, rare is the case in which one of the largest agencies in a state has missing (and unimputed) data; this would be tantamount to not taking Chicago’s data into consideration when the Illinois crime rate is being calculated. 

We did not examine the city-level data set used by Lott, so we are unable to comment on it.

6.  CONCLUSION

The changes in concealed carry laws did not take place in a vacuum. They were probably prompted to some extent by the dramatic increase in homicide that occurred during the late 1980s and early 1990s. The subsequent drop should have been anticipated, if only due to regression to the mean; in fact, there is some evidence that this was the case for the plummeting homicide rate in New York City (Maltz, 1998). 

Success has a hundred fathers and failure is an orphan. Was the decrease in homicides due, as Lott suggests, to this legislation, or to the Federal program to increase police staffing, or to the advent of community policing, or to the waning of the crack epidemic, or to the efforts of the New York City police commissioner, or to the increased use of prisons over the past few decades, or to economic and demographic trends? All have been proposed as possible causes (Blumstein & Wallman, 2000), and all may have a limited claim to having some effect. It is obvious, however, that there is a natural “regression to the mean” in that when the times become more dangerous more (and more varied) efforts are put into play to bring the crime rate down.

One of our concerns is related to this issue. That is, to what extent is the finding affected by the particular epoch during which the analysis was conducted? Specifically, we have analyzed state-level data, using categories based on Vernick and Hepburn’s (2003) analysis of gun laws, and found that there is indeed an association between the imposition of RTC laws and a slight reduction in homicide. However, this effect ends in 1994 and even this slight trend reverses itself from 1994-2001. It should also be noted that neither of two of the states that recorded the greatest declines in homicides, New York and Texas, changed their handgun laws during the period included in the analyses. 

There is also the issue of stochastic variation. Ignoring this effect is all too common in social science studies, and is ignored equally in studies that show deterrence and negate deterrence. We have yet to see an analysis on either side of the gun control controversy that specifically addresses (and takes into account) stochastic variation. Until such analyses account for this effect, we are reluctant to place much credibility in these studies, let alone consider them as the basis for policy.

Even if the net effect of shall-issue laws appears to be (we say “appears to be” because at best there is an association, not causation) a reduction (or an increase) in homicide, the goal of firearms research should be to look beyond any net effect and determine if there is a difference between jurisdictions that appear to benefit from the laws and those that appear to be harmed by the laws. One size does not fit all, either in the shoe store or in the legislature.
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� The current method of imputation used by the FBI is cross-sectional and assumes that “similar” jurisdictions will have crime trends similar to those of the agency with missing data.  An alternative method is a longitudinal approach, using an agency’s past reporting behavior to impute for the missing values (Maltz, 1999).
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